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ABSTRACT
Vehicle dashboard cameras are becoming an increasingly popular
kind of automotive accessory. While it is easy to obtain the high-
definition video data recorded by dashcams using Secure Digital
memory cards, this data is rarely used except for safety purposes
because it takes substantial time and effort to review or edit many
hours of such recorded videos. In this paper, we propose a new
usage for this data through the automatic video editing system we
have developed that can create enjoyable video summaries of road
trips utilizing video and other data from the vehicle. We also report
the results of comparisons between automatically edited videos
created by the proposed system and manually edited videos created
by study participants. The prototype developed in this study and
the findings from our experiments will contribute to improving
the driving experience by providing entertainment for automobile
users after road trips, and by memorializing their travels.

CCS CONCEPTS
• Human-centered computing → Interface design prototyp-
ing.

KEYWORDS
dashcam, dashboard camera, video editing, video summarization,
automatic video creation
ACM Reference Format:
Kana Bito, Itiro Siio, Yoshio Ishiguro, and Kazuya Takeda. 2021. Automatic
Generation of Road Trip Summary Video for Reminiscence and Entertain-
ment using Dashcam Video. In 13th International Conference on Automotive
User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’21),
September 9–14, 2021, Leeds, United Kingdom. ACM, New York, NY, USA,
10 pages. https://doi.org/10.1145/3409118.3475151

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
AutomotiveUI ’21, September 9–14, 2021, Leeds, United Kingdom
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8063-8/21/09. . . $15.00
https://doi.org/10.1145/3409118.3475151

1 INTRODUCTION
With the advent of smartphones and wearable cameras, it has be-
come easy to record personal experiences as video[9, 14]. Wide-
spread use of social networking sites has also provided more op-
portunities for sharing these videos with others. Automobiles have
also been equipped with a large number of cameras and sensors,
allowing the experience of riding in an automobile to be recorded
in detail. In the future, as fully self-driving cars become a reality,
sensing cameras are expected to become more sophisticated and
powerful [15], but data from such sensors would likely be used
mainly for autonomous driving navigation, driver monitoring, and
traffic safety.

In the past few years, in-vehicle systems that display virtual
games and information about nearby businesses such as restau-
rants, etc., which are updated with the movement of the vehicle,
have been proposed as new applications for the video and other
sensor information data obtained from vehicles [13, 24]. These ap-
plications are aimed at improving user experience (UX) during the
trip, but very few studies have focused on after-travel UX. Since
the timeframe of the user experience extends into the post-ride
period [29], improving the after-travel UX can improve the UX of
the overall transportation experience. Therefore, this study focuses
on post-trip reflection and entertainment, intending to improve
post-ride UX.

When developing the system described in this study, we focus on
dashcams, which have rapidly become popular in recent years [16].
The primary application for dashcams is to record driving safety
emergencies, such as traffic accidents and encounters with unsafe
drivers, therefore the recorded data is usually of little use and is
automatically discarded as it exceeds the capacity of the recording
medium. Many recently manufactured dashcams are equipped with
GPS andmultiple HD cameras, allowing them to record high-quality
video of the interior of the vehicle and exterior driving environment
[21]. The recording video data is of sufficient quality that it can be
used for home videos and for videos created for sharing on social
networking sites.

There are many advantages to creating travel videos from data
automatically recorded by a dashcam. First of all, there is no need
to purchase or bring video equipment to record a video of your
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trip, and steadier video can be recorded than when using a hand-
held video camera or smartphone. In addition, images recorded
unconsciously (automatically) are more likely to be spontaneous
and bring back memories of the past than images recorded con-
sciously [23]. Therefore, it is thought that viewing a travelogue
movie created from automatically recorded dashcam video is more
likely to evoke memories of the trip. Furthermore, more than 50% of
the conversation which occurs in the car is related in some way to
the location around the vehicle [18], making it very easy to generate
scenes with narration related to the location by simply adding the
conversation in the car to the corresponding video.

On the other hand, the technology needed for handling large
amounts of data is still under development. For example, editing
dashcam video requires a lot of time and effort due to the volume
of video recorded. As a result, although video data from a dashcam
would be useful material for a travel movie, it would be difficult to
manually review all of the recorded data, select the limited number
of scenes that contain impressive events, merge these highlight
scenes, add narration and add special effects. By using software
such as Quick [10] or Magisto [28], we can automatically edit videos
taken with action cameras by cutting, merging, adding effects, etc.
However, even when using this kind of software, the user still
needs to manually select the scenes to be included in the video,
input captions or other text, and so on.

To address this problem, we have created a prototype of a system
that automatically edits dashcam video from car trips, using dash-
cam data and three types of sensors. This paper’s contributions are
as follows:
1) We propose an automatic summarization system of road trip
video, and explain the details of the prototype design;
2) We report the results of applying the suggestion system during
five family trips and the comparison results between the videos
automatically created by the proposed system and those manually
created by study participants;
3) We discuss ways to utilize in-car videos and suggest possible
improvements based on our observations.

2 RELATEDWORK
2.1 Utilization of Dashcams
Many studies have investigated the use of dashcam data for traffic
safety. For example, there have been studies on using dashcams for
traffic accident prediction [3, 27], real-time detection of on-street
parking detection [17], and automatic detection of distracted dri-
vers [4]. A dashcam equipped with a system that detects high-risk
behavior and incidents in real-time using built-in AI and G-force
accelerometer data, and alerts the driver using speech commands,
is now available [22]. The primary purpose of this study is to utilize
dashcam data for post-travel entertainment, however, there may be
additional applications, such as reviewing deliveries or taxi rides,
for example.

2.2 Automatic Video Summarization
Many previous studies have focused on automatic video summa-
rization. For example, video summarization techniques based on
singular value decomposition (SVD) and clustering [7], or color

feature extraction from video frames and k-means clustering al-
gorithms [5], or which detect scene changes by modeling graphs
[19] have all been proposed. In these studies, the summarization
is mainly focused on scene changes, however when dealing with
video of a car’s interior, for example, there is little change in visual
scenes because people do not move around much when traveling
by car. Also, from a viewpoint of generating an attractive video
summary, it is not necessary to cut out all scenes exhaustively, since
the importance of driving scenes varies greatly depending on loca-
tion and the surrounding driving environment. For example, scenes
such as “approaching the destination” and “tourist attractions” are
important, while scenes of expressways travel and residential areas
may not important. Therefore, these previously proposed methods
are not suitable for summarizing videos of a road trip.

2.3 Summarizing of Experiences and Memories
There have been many studies on summarizing experiences and
memories using video of life events. For example, researchers have
attempted to detect the startle response, which is a reaction that
appears when a person is surprised, and to automatically record
events that elicit this reaction during the user’s daily life [11]. An-
other study proposed a method of automatically summarizing video
recordings of daily life using an EEG and a wearable camera [1].
There is also an attempt to create video summaries of user expe-
riences using video cameras, microphones, ID tags with infrared
LEDs, and signal trackers [25]. From these studies, we can see that
scenes that were considered to be highly important were those
which involved user movement or an obvious physical reaction.
However, the subjects in these studies were required to wear spe-
cial sensors, and some of these proposed methods, if applied as
proposed, could interfere with driving. Therefore, in this study, we
designed a system that selects scenes at the moment of the user
movement in a less intrusive manner, by using a seat-mounted pres-
sure mat and a door-mounted magnetic reed switch. In addition, we
extracted scenes that included lively conversation using the volume
of recorded audio signals.

Many other methods have been proposed which use widely
available devices for identifying and summarizing key life events.
ComicDiary uses portable information terminals (PDAs) and kiosks
to automatically generate comic-book-style diaries which include
personal profiles, activity records, and recordings of interactions
with other users while participating in academic conferences [26].
Video-Recording Your Life uses a GoPro wearable camera and the
accelerometer of a smartphone to automatically extract scenes that
users consider to be interesting from video recordings of their
daily lives [2]. The wearable camera SenseCam camera used in
Microsoft’s “MyLifeBits” project incorporates several sensors to
automatically takes pictures when it detects significant changes
in light intensity in front of the camera, or changes in user body
temperature, just by wearing it [6, 12]. The use of widely available
components in such products makes it more likely that large num-
bers of people will use them. In this study, we use dashcams, which
have rapidly increased in popularity in recent years, and can be
easily purchased, to summarize the activity of users while traveling
in an automobile.
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The timeline function of Google Maps is one of the most widely
used automatic travel recording systems in the world [8]. This
application plots information such as travel routes, places visited
and places where users stay on a map, and automatically summa-
rize their travel records. It can also display travel photos stored
in Google Photos. In this study, we also designed our system to
automatically incorporate information such as travel route, places
and times visited, and travel photos taken by the user into the video.

3 HARDWARE
The hardware used to create this prototype is shown in Figure 1.
Each of these components is explained in detail below.

3.1 Dashcam
We use a Yupiteru Q-20P dashcam, which can shoot 360 degrees
horizontally and 240 degrees vertically, and is equipped with a GPS
positioning function. The acquired trip video and location history
are stored on an SD card as MP4 and NMEA (National Marine
Electronics Association) files, respectively. For both types of data,
one file consists of approximately 1 minute of data (hereinafter
referred to as a “1-minute file”), so a large number of files are
generated during a trip. The MP4 files can be saved in two formats:
fisheye or 2-split (the top half shows the area outside the vehicle
and the bottom half shows the area inside the vehicle). We choose
2-split format for ease of data handling. GPS position information is
recorded in the NMEA file every second. The dashcam is powered
by the ACC (Accessory) power line of the car and stops recording
when the ACC power is shut down. We judge that the vehicle had
arrived at the resting point or destination when the interval of the
NMEA timestamp exceeds 10 minutes.

3.2 In-vehicle Sensing
We installed sensors and switches to help record the situation inside
the vehicle, as well as a PC (MacBook Pro AppleM1) and an Arduino
to operate the system. The following sensors and switches were
connected to the Arduino. To detect the opening and closing of
the door, we installed a reed switch on the body of the car and a
magnet on the door. We also installed a mat switch to detect when
someone sat down in, or got up from, a seat, and two push-buttons
to record video either inside or outside of the car, allowing users to
manually capture scenes. In addition, we created software to record
the sensor and switch information on a PC during the drive. When
using the proposed automatic editing system, the use of a dashcam
is mandatory, but the use of in-vehicle sensing data is optional.

4 AUTOMATIC EDITING SYSTEM
Our automatic video editing system creates a video summary of a
road trip based on video files, log files of GPS, sensor and switch
activity, obtained from the dashcam and Arduino. It also utilizes
smartphone photos of the trip taken by the user. The automatic
editing system is written in Python 3.7.9 and uses the FFmpeg
command-line tool for video processing. The proposed system per-
forms the following five processes; (1) adjusting the video size
and brightness, (2) automatic detection and selection of highlight
scenes, (3) adding user photos taken during the trip, (4) generating

a progress map, and (5) merging the highlight videos and adding
special effects. The details of each process are described below.

4.1 Adjusting Video Size and Brightness
4.1.1 Adjusting video size. The video data obtained from the dash-
cam used in this research is 2048 × 1536 pixels (width x height) in
size, recorded at 28 frames per second. Each frame is divided into
two parts, a top and a bottom image, which show scenes recorded
outside and inside the vehicle, respectively. In order to use as much
data from the recorded videos as possible, the 1360 × 765 pixels in
the center of the upper and lower videos are copied when a scene
is selected. The videos are then resized to 1280 × 720, which is the
output size of the 720p HD video.

4.1.2 Brightness Adjustment. Since the primary purpose of the
dashcam is to record videos of the area outside of the vehicle, the
camera exposure is adjusted to the light level of the scenery outside.
Therefore, videos of the inside of the car appear dark even in the
daytime, and almost nothing can be seen at night. Therefore, the
following processing was performed on videos of the inside of the
car. First, gamma correction was performed, with gamma = 2.3 to
brighten the entire video. Next, the video’s saturation and contrast,
which were also reduced using gamma correction were adjusted.
The results of this processing are shown in Figure 2.

4.2 Automatic Detection and Selection of
Highlight Scenes

Our system automatically extracts scenes of noteworthy events that
occur during the trip (hereinafter referred to as “highlight scenes”).
Based on a review of the related work, we believe that information
about area information and the travel route are important for a
travel summary. Therefore, we extract the time of departure and the
time of arrival, as well as what we consider to be key points along
the travel route, such as when the geographical area changes, or
when passing near a landmark or the entrance or exit of a famous
road that characterize the area. It can also be seen that capturing
events occurring inside the car are also important. One type of
scene in which there is a large amount of movement inside the car
is the moment when the users open the door and sit down inside.
Therefore, scenes of opening and closing the doors, as well as the
moments when users are sitting down or getting up from their
seats, were captured in this study. In addition, we assumed that the
scenes, which included lively conversations were also important,
and selected these scenes too. As described above, automatic editing
is designed to extract the scenes necessary for summarizing a trip,
but this may not include all the scenes the users feel are important.
Therefore, we installed two push-button switches that allow the
users to manually select any portion of the interior or exterior video
as a highlight scene. The following is a detailed description of these
highlighted scenes.

4.2.1 Departure. The time at which the vehicle’s ACC power was
turned on was assumed to be the time of departure. After the dash-
cam had started recording, the system extracted 7 seconds of ex-
terior video and 10 seconds of interior video. The departure time
obtained from the NMEA file was used to insert text and a synthetic
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Figure 1: Schematic of the hardware to be installed in the car.

Figure 2: Brightness adjustment of the image from inside the
car. Before adjustment (left) and after adjustment (right).

Figure 3: Video of arrival at destination, automatically edited
by the proposed system. First 3 seconds after arrival (left) and
second 3 seconds after arrival (right).

voice message into the exterior video scene. The gTTS (Google Text-
to-Speech) library in Python was used to insert the synthetic voice.

4.2.2 Arrival. The time and address of the arrival location were
obtained using NMEA files and a location information API (Yahoo!
Japan’s Yahoo! Open Local Platform). Text messages and synthetic
voice descriptions were inserted into the exterior video, as shown
in Figure 3.

4.2.3 Changes in geographical area. In this study, we extracted
scenes that included the crossing of a prefectural border. We ob-
tained the names of the prefectures using the coordinate informa-
tion obtained from the NMEA file and the location information API.
The location of the prefectural border was determined based on the
changes in the acquired prefecture name, and exterior video was
extracted from the moment of crossing the border for a period of 3
seconds. The name of the prefecture was shown with inserted text
and was announced by a synthetic voice, as shown in Figure 4.

4.2.4 Landmarks. Using coordinate information obtained from the
NMEA file and location information from the Yahoo! API, we ob-
tained regional landmark information such as the names of large
facilities (e.g., amusement parks, sports stadiums), sightseeing spots,
and local place names. Based on the acquired information, we de-
termined when the vehicle entered the vicinity of a landmark and
extracted the following 3 seconds of exterior video. Place name
information was displayed by inserting text and a synthetic voice
message into the video, as shown in Figure 4. In this study, the
vicinity of the landmark was extracted only when the confidence
score assigned by the location information API to the acquired
regional information was 99.9% or higher.

4.2.5 Expressway entrances and exits. Expressways were identified
using vehicle speed information obtained from the NMEA file, and

the average speed for one minute was calculated. In Japan, where
this prototype was tested, general roads are defined as those with
speed limits of less than 60km/h, while expressways are usually
traveled at 60km/h or more. In addition, the Electronic Toll Collec-
tion (ETC) gates at the entrance and exit of an expressway require
drivers to slow down to 20km/h or less when transiting. There-
fore, in areas where there were intersections of expressways (the
vehicle’s speed was above 60km/h) and public roads (the vehicle’s
speed was below 60km/h), locations where the vehicle slowed to
between 10km/h and 20km/h were considered to be the entrance or
exit of an expressway. In these areas, we clipped the exterior video
for 4 seconds, from 5 seconds before reaching minimum speed to 1
second before. In this study, we used speed changes to detect scenes
of expressway travel, but we believe it would also be possible to
obtain navigation map information and use it to identify and extract
entrances to expressways and famous streets.

4.2.6 Lively conversations. Scenes that featured lively conversa-
tions were identified using audio data, and video of the interior
of the car was then selected. A band-pass filter was applied to the
audio data obtained from the MP4 file to extract the 300-3400 Hz
frequency band of normal Japanese speech, and the video was ex-
tracted for 6 seconds, from 3 seconds before to 3 seconds after the
amplitude of its audio data was above a certain threshold. We also
used Python’s SpeechRecognition library to display the subtitles of
the conversations, as shown in Figure 4.

4.2.7 Opening/closing of the door. A reed switch installed on the
door detected the opening and closing of the door, and the Arduino
recorded the detection time. The video recorded by the dashcam
was extracted for 4 seconds, from 2 seconds before to 2 seconds
after detecting the opening and closing of the door.
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Figure 4: Highlight scenes automatically extracted and edited by the pro-
posed system. Crossing a prefectural border (left), passing near a landmark
(center), and lively conversation (right).

Figure 5: Scenes that were not the target of high-
light. Visualization of the route already traveled
on amap, with current exterior scene (left), alpha-
blending a map with a 100 × actual speed video
(right).

4.2.8 When passengers occupy or vacate their seats. A mat switch
installed on the seat detected when a seat was occupied or vacated,
and the Arduino recorded the detection time. The interior video
was then extracted for 4 seconds before and after the detected time.

4.2.9 When amanual record button is pressed. The Arduino records
the time when an interior scene or exterior scene manual record but-
ton is pressed. While the button is being pressed, the corresponding
section of the video is extracted.

4.3 Adding Photos Taken During the Trip
Exif (Exchangeable image file format) information, including the
date, time, and location of the photo, is recorded when photos
are taken with smartphones or digital cameras. Therefore, if Exif
information is embedded in a photo taken on a trip, the date and
time when the photo was taken are retrieved from the photo’s Exif
information and the photo is displayed at the appropriate position
in the travel video. The display time of such images was set to 1.2
seconds, and in the case of vertical photos, margins were added on
the left and right to match the 16:9 ratio.

4.4 Generating a Map
When traveling by car, geographic information about the route and
the current location of the vehicle are also important. The recorded
1-minute files that were not extracted highlight scenes are displayed
on a map using Python’s Folium library to visualize the acquired
coordinates. A red line was used to indicate the path taken from
the time of departure to the time of arrival at the destination, and
a red goal marker was plotted when the destination was reached.
When a trip is resumed, roads traveled so far are changed from red
lines to pink lines, and roads traveled from the resumption of travel
to the time of arrival at the next destination are replotted with
red lines, as shown in Figure 5. In order to combine this map with
exterior images, two types of representation methods were adopted.
When using these representation methods, the first frame of each
1-minute file is cut out, and the absolute sum of the differences in
RGB values of this frame and the corresponding pixels of the first
frame of the previous 1-minute file is calculated. The following two
processes are then performed by comparing this sum with a set
threshold value.

If the difference is greater than the threshold, it is assumed that
the change in the scenery outside the vehicle is large. A map with
the travel route, a still image of the exterior video, and an illustration
of the car is created for each minute of recorded data, and this map

is displayed for about 0.3 seconds. Frame per second for the image of
the exterior video is dropped to one frame per second. An example
is shown in Figure 5. Hereinafter referred to as “map-based video”.

Conversely, if the absolute sum of the difference in RGB values
is less than the threshold, the change in scenery is assumed to be
small. The exterior video cut out from the 1-minute file is sped
up 100 times faster than normal, and alpha-blended with a map
showing travel routes, as shown in Figure 5. Hereinafter referred
to as “accelerated video”.

4.5 Merging Videos and Adding Effects
A travelogue movie can then be created by connecting these files
in chronological order. However, additional steps must be taken
to avoid duplicating the same highlight scenes. In addition, if we
connect the created highlight scenes and travel maps as they are,
the video will be difficult to watch because the image on the screen
will change too frequently. Therefore, the following process was
applied to solve these problems.

4.5.1 Processing order. We prepared a two-dimensional array cor-
responding in size to the number of 1-minute files, and record the
processing to be used for each 1-minute file using the numerical
values corresponding to that processing. The order of the processes
and the numbers corresponding to each highlight scene are as
shown in Figure 6. For example, to create a departure highlight
scenes from the 10th 1-minute file, 3 is stored in the 10th array.
Multiple highlight scenes can be generated from the same 1-minute
file, but to avoid duplication in the generated video, if the cut range
and time are the same, only the highlighted scenes in the earliest
processing order will be saved.

4.5.2 Adjusting themap displaymethod. As explained earlier, when
there is no highlight scene to display, the exterior image synthesized
into the map is switched between a 100 x actual speed video and
a 1-second frame drop according to the magnitude of the changes
occurring in the outside scenery. However, excessive switching
results in a video that is difficult to watch. Therefore, the following
low-pass filter processing is applied to the array that specifies the
processing for the 1-minute video, in order to suppress the change.
The processing priority is: (1) > (2) > (3).

(1) When the map-based video is sandwiched between the 100
x normal speed videos, the accelerated video is displayed
instead of the map-based video. For example:[ ..., 0, 1, 0, ... ]
→ [ ..., 0, 0, 0, ... ]
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Figure 6: Order of processing and priority of highlight scenes, numbers corresponding to each process.

(2) If there are less than three consecutive accelerated videos,
change all of the accelerated video into map-based videos.
For example: [ ..., 1, 0, 0, 1, ... ]→ [ ..., 1, 1, 1, 1, ... ]

(3) If the map-based video does not continue to be displayed,
the map information is not used.
For example:[ ..., 0, 1, 5, ... ]→ [ ..., 0, -1, 5, ... ]

4.5.3 Transitional effects. The following visual and sound effects
were applied when applicable.

Speech balloons: To smoothly switch between the map infor-
mation (when the number stored in the array is 1) and the video
(when the number is not 1), a speech balloon effect was used. Specifi-
cally, when switching from the map information to a moving image,
the balloon displaying the image of the outside of the car plotted
on the map section is gradually enlarged to make the switch. Con-
versely, when switching from video to map information, the full-
size image of the car exterior is gradually reduced to the size of the
balloon plotted on the map information, as shown in Figure 7.

Fade-in/fade-out: There is a time gap between the arrival at
a destination and the next departure because data is not recorded
while the vehicle’s ACC power is off. Therefore, the screen was
darkened by adding a fade-in process at the time of departure and
a fade-out process at the time of arrival to indicate the arrival at a
destination.

Radial wipe effect:When switching from a normal speed video
to a 100 x normal speed video, the playback speed changes signifi-
cantly. Therefore, we added a radial wipe effect to smoothly connect
these videos, as shown in Figure 8.

Jingle sounds: Sound effects were added to balloon effect tran-
sitions, radial wipe effects, and highlight scenes crossing the border
of a prefecture and traveling in the vicinity of landmarks. Acceler-
ated video is accompanied by an up-tempo jingle and map-based
video is accompanied by a medium-tempo jingle.

4.5.4 Merging video files. All of the videos created using the pro-
cess described above are given a name corresponding to the time
during the journey when the scene was selected, and these videos
are saved in the folder used for the completed video. For example, if
a clip from the 30-second point in the 80th file is selected, the file is
named 00000080_30.mp4. After all of the processing is completed,
the processed videos in the folder for finished videos are sorted

by name, then all of the files are concatenated to form a single
video. Currently, the length of the video generated by the system
corresponds to the length of the trip.

5 EXPERIMENT
5.1 Experimental Procedure
We applied our system to five family trips taken by one of the
authors with her mother. During three of these trips, an experiment
was conducted to compare the contents of the videos generated
by the proposed system with those of manually edited videos. The
PC used for the experiment was the same PC that was used for the
in-vehicle system. The subjects who manually edited the videos
were the mother who participated in the trip (P1) and a family
member who did not participate in the trip (P2).

P1: Female in her 50s, with no experience editing videos
P2: Male in his 20s, with no experience editing videos

5.1.1 Automatic video editing system. The procedure for using the
automatic video editing system is as follows. Since the recording is
done by the dashcam and the system automatically edits the data,
there is little work for the user to do.

(1) Start the dashcam and begin driving. Press the switch for
adding highlight scenes manually when desired.

(2) After the trip, import the SD card data from the dashcam
and the photos taken during the trip using smartphones or
digital cameras into the PC that is running the system.

(3) Start the automatic video editing program.
In the current version of our prototype, it is also necessary for

the user to start the software for acquiring the log of sensors and
switches stored in the on-board PC at the beginning of the trip,
but we plan to automate this process in future versions of our
application.

5.1.2 Manual editing by study participants. For the videosmanually
edited by the study participants, the experiments were conducted
in the following order, to avoid influencing the participants with
the automatically edited video:

(1) Collect raw dashcam video during three road trips.
(2) Have the participant manually edit the videos by selecting

highlight scenes and adding effects using iMovie software.
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Figure 7: Transitions with balloon effects (Zoom-in). Figure 8: Radiant wipe effect.

(3) Show the participant the videos automatically generated by
the proposed system.

(4) Interview the participant to obtain their opinions on the
manually edited and automatically edited videos.

5.2 Results
Details of the five road trips are shown in Table 1. For three of
these trips (Trips 1, 2, and 3) only data from the dashcam was used,
and for the remaining two trips (Trip 4 and 5) video recorded of
the interior and exterior of the vehicle using optional sensor and
switches was also used. The dashcamwas installed on the right-side
rearview mirror and recorded the exterior and interior (driver and
front passenger seats) of the car. The data was edited after returning
home. The details and results of manual editing by subjects P1 and
P2 for Trips 1, 4 and 5 are shown in Tables 2 and 3, respectively.

5.3 Automatic vs. Manual Editing
Using the method and data (Trip 1, 4, and 5) described in the previ-
ous section, we compared the results of automatic video editing by
the proposed system with manual editing of the video by partici-
pants P1 and P2.

5.3.1 Method. F-measure is used in our evaluation of matching
rate because it can comprehensively evaluate accuracy as it is the
harmonic mean of precision and recall. There are two possible
measurements of the match rate: overlapping time and overlapping
scene. In this study, we adopted the consistency rate of scenes, and
the average time per scene was compared separately. The definition
of a single scene is as follows. During manual editing, we defined a
scene as one that the editor selected with the intention of making
it a single scene. Therefore, even if the combined videos were not
consecutive in time, it was considered to be one scene if the content
or subject of the video segments was the same. However, even
within a single scene, if one editor selected a scene that was omitted
during manual editing by another editor, it was considered not to
be a match. During automatic editing by the system, all of the video
selected during one highlight scene selection was considered to be
one scene.

5.3.2 Cost performance. The time required for editing the travel
summary video was about 181-283% of the driving time for P1 and
about 144-209% of the driving time for P2, while the automated
system took only about 23-25% of the driving time to generate
a video, even though the number of highlight scenes and special
effects (captions or other text and transitions) used by the automated
systemwas almost the same or more than those used during manual
editing.

The length of the generated videos was P1 > P2 > system for all of
the three trips compared (Trips 1, 4, and 5). This can be attributed

to the fact that the average length per highlight scene selected
by the automated system was shorter than those selected by the
study participants. The automated system focused on the tempo of
the video, so the average length per scene was about 6-9 seconds,
whereas the human editors were more aware of the flow of the
conversation, so the average length per scene was much longer,
about 40-45 seconds for P1 and about 15-25 seconds for P2.

5.3.3 Consistency rate. As a result, the consistency rate between
automatically edited scenes and P1 edited scenes was about 19 to
49%, between automatically edited and P2 edited scenes about 24
to 31%, and between scenes manually edited by P1 and P2 about 44
to 45%. Thus, the consistency rate was low, i.e., less than 50%, for
all of the comparisons.

5.4 Interview
We conducted follow-up interviews with the two participants who
created manually edited travel videos. Table 4 were common opin-
ions between P1 and P2.

6 DISCUSSION
6.1 Strengths and Weaknesses of Automatic

and Manual Editing
One possible reason for the low correlation between the manually
and automatically edited videos is that they have a different focus
and different strengths and weaknesses, i.e., different scenes were
considered to be suitable as highlights by our system than were
selected by our human editors. For example, one type of scene
that was seldom selected during manual editing was exterior video
recorded near landmarks. Therefore, if we program the system not
to select scenes near landmarks, the rate of agreement between
the automatically edited and manually edited video would increase.
However, some of the scenes selected by the systemwere difficult to
select manually due to difficulty handling the data, so increasing the
correlation rate between the selected scenes would not necessarily
result in the generation of better travel summary videos. In addition,
both P1 and P2 expressed the opinion that selecting scenes near
landmarks would be desirable. Based on the results of the above
experiments and interviews, we have summarized themerits of both
automatic and manual editing and their suitable uses as follows.

The advantages of the proposed system are that it requires less
time and effort, and that it can present map information and sur-
rounding area information that manual editing cannot. Therefore,
the automated system is particularly useful when traveling for a
long time, and is suitable for creating travel diaries focusing on
travel routes. P2 said, “The system can create a nice-looking diary
with little effort. The tempo is also good, so it is suitable for sharing
on social media”.
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Table 1: Trip and video editing detail when using the automated video editing system.

Trip # Length of trip Driving time Use of
switches

Processing
time

Length of
generated video

# of highlight
scenes

# of
effects

1 8h 54m 2h 39m No 37m 21s 4m 43s 24 58
2 1d 12h 23m 10h 38m No 2h 54m 31s 15m 24s 84 206
3 1d 11h 40m 14h 45m No 4h 22m 32s 19m 38s 116 328
4 5h 18m 1h 38m Yes 24m 26s 5m 05s 43 54
5 8h 24m 1h 48m Yes 26m 08s 3m 33s 21 39

Table 2: Details of manual editing by P1 and resulting video.

Trip # Editing time
(Scene selection + Adding effects)

Length of
generated video

# of highlight
scene

# of
effects

1 3h 50m 11s ( 2h 23m 32s + 1h 27m 39s ) 8m 10s 11 16
4 4h 47m 35s ( 3h 42m 24s + 1h 05m 11s ) 15m 03s 21 41
5 4h 37m 03s ( 2h 28m 25s + 2h 08m 38s ) 16m 27s 23 45

Table 3: Details of manual editing by P2 and resulting video.

Trip # Editing time
(Scene selection + Adding effects)

Length of
generated video

# of highlight
scenes

# of
effects

1 3h 45m 17s ( 2h 50m 08s + 55m 09s ) 5m 52s 20 38
4 3h 48m 25s ( 3h 27m 34s + 20m 51s ) 9m 02s 34 28
5 3h 08m 10s ( 2h 38m 59s + 29m 11s ) 8m 31s 20 22

Table 4: Common opinions between P1 and P2.

Q. How did you feel about man-
ually editing the videos?

• Manual editing, especially adding text, is difficult and hassle.
• I can edit manually for about an hour, but longer than that is a pain.
• The scenery outside was more boring than I expected, so my video
was all about what happened inside of the car.

• It was more of daily conversation than travel conversation.

Q. What do you think of the
videos automatically gener-
ated by the system?

• I can tell that they are having fun and I would love to use it when it
is released as an app.

• I like that there are subtitles.
• It’s good that there is a map, so you can see where you’ve driven
and how you traveled.

• The interesting parts of the conversation were not cut out.
Q. What would you like to be

able to see or do when edit-
ing manually?

• What I would like to do manually is to select the interesting parts.

The advantages of manual editing are that it allows the editing of
conversations using common sense and a proper understanding of
the situation. Therefore, manual editing would be more suitable for
creating memory videos focusing on the content of conversations
and the relationships between the travelers, where its main use
would be as a home video to be shared among family members and
relatives.

6.2 Lessons for Automated Editing of Dashcam
Travel Videos

Fully automated editing (video focusing on travel routes):
Follow-up studies should consider the following points. In this
study, the selection of scenes with lively conversations is deter-
mined by the volume threshold, so this prototype system may
include undesirable scenes such as arguments or loud environmen-
tal sounds. For example, the introduction of facial recognition and
laughter recognition would solve this problem. In addition, head
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tracking or eye tracking would enable us to recognize which land-
marks are important and to cut out scenes without clear landmarks
(e.g., ocean or mountain views). Furthermore, since recollection
and remembering are enhanced by negative affect, positive affect,
and arousal stimuli [20], we believe that we can generate summary
videos that are more suitable for reflecting on memories by rec-
ognizing these emotions and automatically cutting them out. In
the prototype, we focus on the tempo of the video and have not
sufficiently considered the cutting time for each highlight scene. We
will also need to find the appropriate duration for each highlight
scene.

Fully automated editing (video focusing on conversations):
The correlation rate between the videos manually edited by the two
participants was below 50% in all three experiments. The likely rea-
son for this was that the scenes that each person wanted to include
in the video were different. When asked what was important when
editing the video, P1 said “to include funny remarks and interesting
conversations”, while P2 said, “to understand the flow of the trip”.
Based on these remarks, a future configuration of the system could
include the following steps:

(1) Dividing the video into scenes based on the content of the
conversation and activities in the car.

(2) Categorization of the scenes (e.g., scenes of eating and drink-
ing, talking about travel, talking about family, etc.)

(3) Picking out scenes based on user preferences.
(4) Connecting the selected scenes with visual and sound effects.
However, when classifying scenes, there are issues such as the

possibility that the parts of scenes that users find interesting may
differ from person to person. For example, conversations that only
the passengers understand, conversations that only family members
understand, etc.

Semi-automatic editing:As a result of our interviews with the
participants, we found that long hours of manual video editing are
a pain. However, one noted that it was interesting to look back on
the trip if it is for a short time (P1). Manual video editing will be
more enjoyable if you can complete it in a few tens of minutes, even
if you are traveling for a long time. It will be essential to design a
system that allows users to edit the video without having to review
the entire corpus of video data, by either dividing the video into
scenes and only allowing users to choose whether or not to keep
the suggested scenes, or by indexing the video. We also believe it is
important to automate the less cost-effective processes such as size
and brightness adjustments.

6.3 Considerations for video editing systems in
general

Before uploading these travelogue movies to social media sites, it
would be desirable to apply mosaic processing to other people’s
faces and car license plates for privacy reasons. It might be also
helpful to allow users to designate the desired length of the video
they would like to generate. In addition, since the video recorded at
night can be quite hard to see even after correcting the brightness,
some additional processing would be required.

6.4 Limitations
For the experiment, we used short-distance (within the prefecture),
medium-distance (in a neighboring prefecture), and long-distance
(in a remote prefecture) travel data. These data included a variety
of weather conditions and times. They also included travel data
from different regions, such as expressways, natural countryside,
and residential areas. Therefore, we were able to try out a variety
of patterns. Also, by having both the passenger and a third party
do the manual editing, we were able to get different perspectives.
Therefore, we believe that the results of this study are a useful
first step for future experiments and concepts. However, It’s not
an exhaustive survey, since we only tested it on a parent-child trip
with two people and the sample size was small. In the future, it is
necessary to conduct a larger-scale follow-up survey.

In addition, scenes selected using the manual record switches
were not always included in the manually edited travel videos. The
reason given for this was, “I thought it was interesting at the time,
but in retrospect, I did not find it very interesting” (P1). During our
experiment, there were few opportunities to activate in-vehicle
sensors, so we were not able to fully investigate the use of these
switches. Further follow-up study is required.

7 CONCLUSION & FUTUREWORK
In this study, we have described a system we developed that can
automatically select video highlights of an automobile trip from
data recorded with a dashcam, and generate a travel video summary.
After comparing videos generated automatically by the proposed
system with those created through manual editing, we found ad-
vantages and disadvantages to each approach, and conclude that
it is necessary to consider the purpose of the video being created
when deciding the configuration of the summarization system.

As automated driving technology becomes more mature, we
believe that we will be able to provide a much better post-travel user
experience than is possible using currently available methods such
as dashcams, by creating a video summarization system that uses
the many high-quality cameras and sensors installed in automated
vehicles.
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